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We help customers manage their content and customer 

touchpoints to improve efficiency, increase revenue, reduce 

time to market and ensure quality and compliance.

AMPLEXOR in a Nutshell
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Markus is Vice President Content Intelligence at AMPLEXOR and based in
Luxembourg. During his more than 20 years within the AMPLEXOR group,
he contributed in different roles and positions to the design,
architecture, implementation and operation of numerous challenging,
multi-lingual Content and Information Management solutions for
customers in different industries.
Encouraged by his Computer Sciences background and a corresponding
mindset, his passion and special attention always was - and continues
being - around the smart automation of content- and information-
centric business processes and related cognitive activities.
In his current position, Markus is responsible for managing a
comprehensive portfolio of smart solutions that bring together the best
of both worlds, combining the speed, scale and power of machines with
a human-like approach to take advantage of information on a scale that
would otherwise be impossible for people. Within their area of
application, these solutions can understand language, recognize valuable
patterns and relationships, learn from data and information and allow
answering questions that would have seemed unimaginable only a few
years ago.

About

Markus Welsch
Vice President Content Intelligence

AMPLEXOR International S.A.
55, rue de Luxembourg

8077 Bertrange
Luxembourg

+352 314 411 420

markus.welsch@amplexor.com
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Our Customers Come First - Cross-industry

We act as a strategic partner to support many of the world’s biggest brands



Neural Machine Translation

in an LSP context

Business Context
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The Language Services Market – Field of Tension

Neural Machine Translation and AI-driven Translation Innovations == Strategic Capabilities for AMPLEXOR

 Digital Transformation, AI & Machine Learning, 
Customer Experience, Big Data, IoT, etc.

 Time to Market / competitive Environment
 Data volumes growing at exponential rates
 80+ % of data is unstructured

Market Drivers

 Ongoing Mergers & Acquisitions
 Startups establish AI-based business models
 Big Tech enters the end-client market
 Continuous Localization
 Translation cost continuously decline

Language Services Market

 Algorithmic progress; public availability
 Computational Capacity
 Digitalization, Big Data (bulk of available data)
 Increasing interest and investments in R&D

Enablers

 NMT breakthrough at WMT 2016
 Big Tech becomes the innovation driver
 Ongoing extension of MT solution capabilities
 AI-driven innovations (Augmented Translation)

Technology Market
Rapid Change
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AMPLEXOR NMT Engines for Medical Device Content

Do it Yourself – custom, domain-adapted Engines built from scratch – a differentiator in early 2018

Language Pairs

EN  DE
EN  PT
EN  JA

Content Types

Marketing, 
Regulatory, 

Technical, Others

NN Architecture

RNN (Bi-LSTM)
with attention

Data 
Manufacturing

In-domain Data
Out-domain Data

Synthetic Data

Framework

OpenNMT
Open source NMT 

ecosystem

Training Data

10+ Mio
sentence pairs per 

language pair

Domain

Medical Device
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Medical Device Engines – Evaluation based on automated Metrics …

… and the uncontested winner is AMPLEXOR NMT
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Progress in the field of Neural Machine Translation

Breakthrough of Domain-Adapted NMT in 2018

Aug
2016

H2
2017

May
2018

Feb
2018

Jun
2018

Jul
2018

Nov
2018

Globalese

Lilt Adaptive 
NMT

Project Start
AMPLEXOR 
Custom NMT

Microsoft Custom 
Translator

Beta / Preview

Google AutoML 
Translation

Beta

Amazon 
Translate

Custom Terminology

ModernMT 
Enterprise

NMT 
Breakthrough at 

WMT16

IBM Custom NMT

Language
Translator v3

Sep
2018

Jun
2019

Jul
2019

Project 
Completion
AMPLEXOR
Custom NMT

Towards 
Universal MT
Google Paper & 

PoC

Runtime 
Terminology

Amazon Paper

Transformer 
Architecture 

became the new
state of the art



11

Types of NMT Engines

Neural Machine Translation | Mainstream and Extremely Fast-Moving

Choice has become
more difficult

Generic
Domain 
Models 
(Stock)

Adaptive 
MT

Domain-
adapted

Custom 
(from 

scratch)

… …

More Providers Peak InterestEase of Access

0

50
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150

Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1

14 15 16 17 18 19

NMT papers
on arXiv.org

Research

OfferingOngoing Capabilities

Elastic 
MT

We are hit by the first wave of NMT – the NMT landscape continues to evolve
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An (incomplete) Overview of available MT Solutions

Source: Intento, March 2019, Evaluating Domain-Adaptive Neural Machine Translation 
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Domain-adapted NMT | DIY vs Commercial Mainstream

No “suitable” study / research available  Answers to be  provided through a dedicated “Productivity Study”

Aspect DIY Commercial Mainstream

Approach native engine from scratch Transfer Learning

Starting Point NMT frameworks
(Open Source or proprietary)

 baseline models
 datasets as a service

Training Data Size 1M – 15+M segments 10k – 1M segments

Training Process heavily curated automated

Tuning Process empirical, interactive automated (black box)

Setup Costs €€€€ – €€€€€
 heavy data manufacturing
 human involvement
 computing cost

€ – €€
 data manufacturing

Translation Costs € – €€ €€€ – €€€€
Pay-As-You-Go

Required Profile Professional (Data Scientist) Business User

Make ?? Buy ??



Approach and Methodology

Productivity Analysis

14



15

Experiment Scope and Downstream Objectives

Domain

Medical Device

Language Pairs

EN  DE

Later: EN  PT, EN  JA

Impact of
Post-Editors

Throughput 
Variance

Impact of
Content Types

2 Experiments
All medical content types;

Only technical content

Evaluation Targets

AMPLEXOR NMT
vs

Google AutoML

Comparative 
Evaluation

Contribution to PE 
Productivity

We need trustable results!

Highly complex subject - Effective Preparation are key for achieving trustable and meaningful Results
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European Elections 2019 in Germany | Result vs. Polls

Statistical Fault Tolerance - Accuracy depends on a variety of Aspects

28,0%

17,0% 17,0%

12,0%

7,0% 7,0%

12,0%

CDU/CSU Grüne SPD AfD FDP Linke Others

28,9%

20,5%

15,8%

11,0%

5,4% 5,5%

12,9%

CDU/CSU Grüne SPD AfD FDP Linke Others

Opinion poll on 16.05.2019 by infratest dimapResult on 26.05.2019
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Statistical Inference - from Sample Mean to Population Mean

Population

Population Parameter

Finite sample from a 
large population

Inference about 
Population 
parameter

and many more …

Random Sample (finite set)

Population mean [µ]

Sample Statistic

Sample mean [ �𝑋𝑋]
 Known
 Calculated
 Estimator

𝒔𝒔 𝒔𝒔 𝒔𝒔 𝒔𝒔 =
( 𝒕𝒕 𝒏𝒏 − 𝟏𝟏 , ∝ / 𝟐𝟐 + 𝒕𝒕 𝒏𝒏 − 𝟏𝟏 , 𝜷𝜷 ) 𝟐𝟐

𝒅𝒅 𝟐𝟐

An “appropriate” sample size is of vital importance to achieve statistical significance

 Unknown
 Estimation or inferred
 Parameter
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Experiment Phases

Productivity Experiments – Phases & Key Parameters

Experimental Design   --- Manage Variability to improve Precision

Approach

Product-based
vs

Process-based

Post-Editors

Qualified PEs
Subject Matter Expertise, PE 

experience, open-minded, etc.

Execution
Post-Editing

Design
Methodology ensuring
Statistical Significance

Statistical Analysis
Results / Inference / Conclusions

Linguistic QC
Linguistic Assessment

of PE Products

Content / Types

Relevancy and 
Representativeness

CAT Tool

MateCat
Customized

Open Source Version

Stat. Significance

Observed differences 
must unlikely have 
occurred by chance

Methodology – Design of Experiments (DoE)

Validity – Reliability – Replicability – Statistical Power - Sensitivity

Experiment Costs

Cost Effectiveness

Measurements

Data Point Collection
PE Time

Edit Distance

Post-Editing Task

Full Post-Editing
Instructions & Guidelines
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Conceptual Experiment Design & Execution

Pool of qualified Post-Editors

Post-Editing
Tasks

Batch 1

Batch 1.1

Batch 1.2

Batch 1.3

Batch 1.4

Batch 1.5

Batch 2

Batch 2.1

Batch 2.2

Batch 2.3

Batch 2.4

Batch 2.5

Batch 3

Batch 3.1

Batch 3.2

Batch 3.3

Batch 3.4

Batch 3.5

Batch 4

Batch 4.1

Batch 4.2

Batch 4.3

Batch 4.4

Batch 4.5

Data AMPLEXOR NMT
640 MT segments

Google AutoML
640 MT segments

Random Sample
640 source segments

2.560 Tasks
2x 2x

B
r
e
a
k

B
r
e
a
k

B
r
e
a
k

Same MT Segment  same Post-Editor

Engine balance per batch and PE

Randomized sequences per batch

Balanced Post-Editor pairs

Guidelines

Allocation Requirements & Constraints

Post-Editor bias and variance

Unawareness about engine

Minimize Learning Effects

Avoid mental Fatigue

Open Mindedness

Inspired by “Randomized Crossover Blinded Pair-Matched Study Designs” in Clinical Trials
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Linguistic QC - Correctness and Necessity of Post-Edits
Under-Editing

Does the PE Quality comply with the 
requirements?

Over-Editing
Were edits necessary or 

rather preferential?

Under-Edits Over-Edits OK per LQC OK per assumption

45,4%

25,8%

10,2%

18,6%

2/3 minor issues
1/3 major issues

Linguistic Quality 
Control

almost equal distribution across engines

Quality Distribution of the Post-Editing Products (Outputs) does not show abnormalities

PE output = Reference

2 PEs = same output



Results, Conclusions and bigger Context

Findings
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AMPLEXOR Productivity Study

Executive Summary

 Post-Editing Time / Throughput

 Overall: Google AutoML outperforms AMPLEXOR NMT

 Marketing: AMPLEXOR NMT is significantly short of Google AutoML

 Technical: AMPLEXOR NMT shows slight (non-significant) advantage over Google AutoML

 Edit Distance: AMPLEXOR NMT output consistently requires more edits than Google AutoML output

 Throughput variance between Post-Editors (fastest vs slowest): factor 2,5+

Conclusion: Use domain-adapted, commercial mainstream engines where possible/applicable

Dimension Scope Experiments Description Duration Distance

Experiment

All #1, #2 Experiments #1 & #2 +6,06% +12,01%

Experiment #1 #1 Content types: Marketing, Technical, Other +10,35% +15,39%

Experiment #2 #2 Content type: Technical +0,28% +8,73%

Content
Type

Technical (1, 2) #1, #2 Technical content from experiments #1 & #2 -0,20% +8,49%

Technical (1) #1 Technical content from experiment #1 -2,30% +7,38%

Marketing (1) #1 Marketing content from experiment #1 +20,58% +53,27%

Other (1) #1 Other content from experiment #1 +10,71% +9,08%

Not for publication
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AMPLEXOR NMT reloaded – Transformer Architecture
BLEU

higher score = better
TER - Translation Error Rate

lower score = better
METEOR

higher score = better

33,81 33,81

40,09

27,22 28,04 28,04
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0,52 0,52
0,47
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0,0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

Sep-18 Apr-19 Oct-19
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0,43 0,42 0,42

0,0

0,1
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0,4

0,5

0,6

Sep-18 Apr-19 Oct-19

AMPLEXOR Google AutoML

AMPLEXOR (Apr-19 vs Oct-19)

 Delta: 6,28 (+18,6%)

AMPLEXOR vs Google AutoML (Oct-19)

 Delta: 12,05

 Google AutoML: -30,0%

AMPLEXOR (Apr-19 vs Oct-19)

 Delta: 0,05 (-9,6%)

AMPLEXOR vs Google AutoML (Oct-19)

 Delta: 0,11

 Google AutoML: +23,4%

AMPLEXOR (Apr-19 vs Oct-19)

 Delta: 0,05 (+10,4%)

AMPLEXOR vs Google AutoML (Oct-19)

 Delta: 0,11

 Google AutoML: -20,8%

AMPLEXOR NMT v2 further expanded its lead based on automated metrics – What does this mean for PE Productivity?

Transformer Transformer Transformer



24

Use Cases for DIY domain-adapted NMT 

Customer / Translation Project Requirements <> MT Solution Capabilities

Data Privacy & 
Protection

Language Pair 
Coverage

TCO / Volume Integration … and more

Deployment
Cloud, regions, on-premise

DE
FR
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Efficiency of Translation Processes

Linguistic Data Asset 
Management

People – Process – Data – Technology

Engine Portfolio

Best of Breed (based on Use Case)

Enterprise-grade NMT

Complementary capabilities

End-to-End Process

Project Mgt, Desktop Publishing, etc.

Augmented Translation

AI-driven Localization Ecosystem

People

Committed, experienced, etc.

Continuous Benchmarking

Productivity Analysis
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Questions and Answers

The Stage is Yours …



Thank you for your time.

Markus Welsch
Vice President Content Intelligence
+352 314 411 420
markus.welsch@amplexor.com

https://www.linkedin.com/company/amplexor-international
https://twitter.com/amplexor
http://facebook.com/amplexorinternational
https://www.instagram.com/amplexor.official
https://www.amplexor.com/
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