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Why Machine Translation?

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents

(illustration by Kevin Knight)
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Task-Dependent Machine Translation

Balance MT quality and input restrictions, depending on task
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Task-Dependent Machine Translation

general purpose
browsing quality

post-editing
editing quality

sublanguage
publishing quality
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computer-aided
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fully automatic
FAHQMT

on-line service localisation & more restricted domain

Balance MT quality and input restrictions, depending on task
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Task-Dependent Machine Translation

general purpose
browsing quality

post-editing
editing quality

sublanguage
publishing quality

fully automatic
gisting

computer-aided
translation (CAT)

fully automatic
FAHQMT

on-line service localisation & more restricted domain

Balance MT quality and input restrictions, depending on task

But - how does it work?

Friday 19 February 16



Becoming a Translator

Learn to understand languages
• recognise patterns
• find relations between linguistic units and the real world
• generalise and make abstractions

Learn to speak a language
• remember and repeat
• produce new utterances
• become fluent

Learn to translate
• identify mappings between languages
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Becoming an MT System

Natural language understanding
• recognise patterns
• find relations between linguistic units (and the real world)
• generalise and make abstractions

Language modeling and generation
• remember and repeat
• produce new utterances
• become fluent

Alignment and transfer
• identify mappings between languages
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Why is Translation so Difficult?Evaluators Disagree

• Histogram of adequacy judgments by di↵erent human evaluators

1 2 3 4 5

10%

20%

30%

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

(from WMT 2006 evaluation)

Evaluation of Machine Translation 8

Histogram of adequacy judgments by different evaluators:
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Histogram of adequacy judgments by different evaluators:

pragmatics
redundancy

natural and stylistic variation

subjectivity language divergences

creativity
world knowledge

ambiguity fuzzy concepts
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Language Technology and MT

human languages
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Language Technology and MT

human languages

Computational
Models
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3.3 Synchronous Context Free Grammar (SCFG) 

      SMT systems often produce ungrammatical and disfluent translation hypotheses. 

This is mainly because of language models that only look at local contexts (n-gram 

models). Syntax-based approaches to machine translation aim at fixing the problem of 

producing such disfluent outputs. Such syntax-based systems may take advantage of 

Synchronous Context Free Grammars (SCFG): mappings between two context free 

rules that specify how source language phrase structures correspond to target language 

phrase structures. For example, the following basic rule maps noun phrases in the 

source and target languages, and defines the order of the daughter constituents (Noun 

and Adjective) in both languages. 

 

NP::NP [Det ADJ N] Æ [Det N ADJ] 

 

This rule maps English NPs to French NPs, stating that an English NP is constructed 

from daughters Det, ADJ and N, while the French NP is constructed from daughters 

Det, N and ADJ, in this order. Figure 3a demonstrates translation using transfer of such 

derivation trees from English to French using this SCFG rule and lexical rules. 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 3a – translation of the English NP “The  red  house”  into  the  French  NP  

“La  maison  rouge”  using  SCFG 

N Æ house 
ADJ Æ red 
Det Æ the 
NP Æ Det ADJ N 
 

N Æ maison 
ADJ Æ rouge 
Det Æ la 
NP Æ Det N ADJ 
 

la maison rouge 

Det N ADJ 

NP 

the red house 

Det ADJ N 

NP 

VP → PP[+Goal] V  ⇒  VP → V 

expert-driven
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Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents
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The Advantage of Data-Driven MT
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• no need for artificial annotation
• can be provided by non-experts
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The Advantage of Data-Driven MT

Human translations naturally appear
• no need for artificial annotation
• can be provided by non-experts

Implicit linguistics
• translation knowledge is in the data
• distributional relations within and across languages

Constant learning is possible
• feed with new data as they appear
• quickly adapt to new domains and language pairs
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Data-Driven Machine Translation

source language target language

MT model
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Data-Driven Machine Translation

source language target language

decoding

MT model

human translations

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents

Data-Driven Machine Translation

Hmm, every time he sees 
“banco”, he either types 
“bank” or “bench”  but if 
he sees “banco de ”,
he always types “bank”, 
never “bench” 

Man, this is so boring.

Translated documents

target language data

translation
modeling
(adequacy)

language
modeling
(fluency)

Learning Algorithm

Search Algorithm
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How Does It Work?

Probabilistic Translation Models
• likelihood of a target language sentence t to be a good 

translation of the source language sentence s
• decompose into smaller components
• define how components may be combined
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How Does It Work?

Probabilistic Translation Models
• likelihood of a target language sentence t to be a good 

translation of the source language sentence s
• decompose into smaller components
• define how components may be combined

Probabilistic Language Models
• likelihood of t to be a fluent target language sentence
• decompose into smaller components
• define how components may be combined

Friday 19 February 16



How Does It Work?

Translation = Decoding
• given a probabilistic model of translation
• find the most likely translation of a given sentence s

Search Problem
• many possible translation options
• many combinations of the various components

Translation Options

Illustrations by Philipp Koehn

Translation Options

he

er geht ja nicht nach hause

it
, it

, he

is
are

goes
go

yes
is

, of course

not
do not

does not
is not

after
to

according to
in

house
home

chamber
at home

not
is not

does not
do not

home
under house
return home

do not

it is
he will be

it goes
he goes

is
are

is after all
does

to
following
not after

not to

,

not
is not

are not
is not a

• Many translation options to choose from

– in Europarl phrase table: 2727 matching phrase pairs for this sentence
– by pruning to the top 20 per phrase, 202 translation options remain

Decoding 8Decoding by Hypothesis Expansion

Illustrations by Philipp Koehn

Decoding: Hypothesis Expansion

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

also create hypotheses from created partial hypothesis

Decoding 14

Is it always possible to translate any sentence in this way?
What would cause the process to break down
so the decoder can’t find a translation
that covers the whole input sentence?
How could you make sure that this never happens?Decoding: Hypothesis Expansion

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

also create hypotheses from created partial hypothesis

Decoding 14
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Statistical Machine Translation

1947: MT as decoding (Warren Weaver)
1988: Word-based models
1999: Public implementation of word-based models (GIZA)
2003: Phrase-based SMT
2004: Public phrase-based decoder (Pharaoh)
2005: Hierarchical models
2007: Moses (end-to-end SMT toolbox)
2014: Neural machine translation

along with many tools, much more data and better computers
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Finding Patterns (Knight, 1997)Centauri/Arcturan [Knight, 1997]

1a. ok-voon ororok sprok .

1b. at-voon bichat dat .

7a. lalok farok ororok lalok sprok izok enemok .

7b. wat jjat bichat wat dat vat eneat .

2a. ok-drubel ok-voon anok plok sprok .

2b. at-drubel at-voon pippat rrat dat .

8a. lalok brok anok plok nok .

8b. iat lat pippat rrat nnat .

3a. erok sprok izok hihok ghirok .

3b. totat dat arrat vat hilat .

9a. wiwok nok izok kantok ok-yurp .

9b. totat nnat quat oloat at-yurp .
4a. ok-voon anok drok brok jok .

4b. at-voon krat pippat sat lat .

10a. lalok mok nok yorok ghirok clok .

10b. wat nnat gat mat bat hilat .
5a. wiwok farok izok stok .

5b. totat jjat quat cat .

11a. lalok nok crrrok hihok yorok zanzanok .

11b. wat nnat arrat mat zanzanat .
6a. lalok sprok izok jok stok .

6b. wat dat krat quat cat .

12a. lalok rarok nok izok hihok mok .

12b. wat nnat forat arrat vat gat .

Your assignment, translate this to Arcturan:    farok crrrok hihok yorok clok kantok ok-yurp

Database
of example 
translations

translated
sentence
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Finding Patterns (Knight, 1997)

Your assignment, translate this to Arcturan:    farok crrrok hihok yorok clok kantok ok-yurp

Centauri/Arcturan [Knight, 1997]

1a. ok-voon ororok sprok .

1b. at-voon bichat dat .
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9b. totat nnat quat oloat at-yurp .
4a. ok-voon anok drok brok jok .

4b. at-voon krat pippat sat lat .

10a. lalok mok nok yorok ghirok clok .

10b. wat nnat gat mat bat hilat .
5a. wiwok farok izok stok .
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Finding Patterns (Knight, 1997)Centauri/Arcturan [Knight, 1997]

1a. ok-voon ororok sprok .

1b. at-voon bichat dat .

7a. lalok farok ororok lalok sprok izok enemok .

7b. wat jjat bichat wat dat vat eneat .

2a. ok-drubel ok-voon anok plok sprok .

2b. at-drubel at-voon pippat rrat dat .

8a. lalok brok anok plok nok .

8b. iat lat pippat rrat nnat .

3a. erok sprok izok hihok ghirok .

3b. totat dat arrat vat hilat .

9a. wiwok nok izok kantok ok-yurp .

9b. totat nnat quat oloat at-yurp .
4a. ok-voon anok drok brok jok .

4b. at-voon krat pippat sat lat .

10a. lalok mok nok yorok ghirok clok .

10b. wat nnat gat mat bat hilat .
5a. wiwok farok izok stok .

5b. totat jjat quat cat .

11a. lalok nok crrrok hihok yorok zanzanok .

11b. wat nnat arrat mat zanzanat .
6a. lalok sprok izok jok stok .

6b. wat dat krat quat cat .

12a. lalok rarok nok izok hihok mok .

12b. wat nnat forat arrat vat gat .

Your assignment, translate this to Arcturan:    farok crrrok hihok yorok clok kantok ok-yurp

process of
elimination
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Finding Patterns (Knight, 1997)

Your assignment, put these words in order:    { jjat, arrat, mat, bat, oloat, at-yurp }

Centauri/Arcturan [Knight, 1997]

1a. ok-voon ororok sprok .

1b. at-voon bichat dat .

7a. lalok farok ororok lalok sprok izok enemok .

7b. wat jjat bichat wat dat vat eneat .

2a. ok-drubel ok-voon anok plok sprok .

2b. at-drubel at-voon pippat rrat dat .

8a. lalok brok anok plok nok .

8b. iat lat pippat rrat nnat .

3a. erok sprok izok hihok ghirok .

3b. totat dat arrat vat hilat .

9a. wiwok nok izok kantok ok-yurp .

9b. totat nnat quat oloat at-yurp .
4a. ok-voon anok drok brok jok .

4b. at-voon krat pippat sat lat .

10a. lalok mok nok yorok ghirok clok .

10b. wat nnat gat mat bat hilat .
5a. wiwok farok izok stok .

5b. totat jjat quat cat .

11a. lalok nok crrrok hihok yorok zanzanok .

11b. wat nnat arrat mat zanzanat .
6a. lalok sprok izok jok stok .

6b. wat dat krat quat cat .

12a. lalok rarok nok izok hihok mok .

12b. wat nnat forat arrat vat gat .

zero
fertility
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Finding Patterns (Knight, 1997)

Clients do not sell pharmaceuticals in Europe => Clientes no venden medicinas en Europa

It’s Really Spanish/English

1a. Garcia and associates .
1b. Garcia y asociados .

7a. the clients and the associates are enemies .
7b. los clients y los asociados son enemigos .

2a. Carlos Garcia has three associates .
2b. Carlos Garcia tiene tres asociados .

8a. the company has three groups .
8b. la empresa tiene tres grupos .

3a. his associates are not strong .
3b. sus asociados no son fuertes .

9a. its groups are in Europe .
9b. sus grupos estan en Europa .

4a. Garcia has a company also .
4b. Garcia tambien tiene una empresa .

10a. the modern groups sell strong pharmaceuticals .
10b. los grupos modernos venden medicinas fuertes .

5a. its clients are angry .
5b. sus clientes estan enfadados .

11a. the groups do not sell zenzanine .
11b. los grupos no venden zanzanina .

6a. the associates are also angry .
6b. los asociados tambien estan enfadados .

12a. the small groups are not modern .
12b. los grupos pequenos no son modernos .
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Phrase Translation Extraction
Extracting Phrase Translation Rules

I

shall

be

passing

some

on

to

you

comments

Ic
h

w
e
rd

e

Ih
n
e
n

d
ie

e
n
ts

p
re

c
h
e
n
d
e
n

A
n
m

e
rk

u
n
g
e
n

a
u
s
h
ä
n
d
ig

e
n

some comments = 
die entsprechenden Anmerkungen

Syntax-based Statistical Machine Translation 37

(illustration by Philip Williams and Philipp Koehn)

source
language

target
language

link between
words

extracted
phrase pair
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die entsprechenden Anmerkungen

Syntax-based Statistical Machine Translation 37

(illustration by Philip Williams and Philipp Koehn)

Training:
• extract all phrase pairs
• count their frequencies
• estimate translation 

likelihoods
source
language

target
language

link between
words

extracted
phrase pair
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Hierarchical Phrase Translations
Extracting Hierarchical Phrase Translation Rules

I

shall

be

passing

some

on

to

you

comments

Ic
h

w
e
rd

e

Ih
n
e
n

d
ie

e
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ts

p
re

c
h
e
n
d
e
n

A
n
m

e
rk

u
n
g
e
n

a
u
s
h
ä
n
d
ig

e
n

werde X aushändigen
= shall be passing on X

subtracting
subphrase

Syntax-based Statistical Machine Translation 39

(illustration by Philip Williams and Philipp Koehn)

“gappy”
phrase pair

variable

subphrase

su
bp

hr
as

e
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Syntactic Translation Rules
Rules with Context

PRP   I

MD   shall

VB   be

VBG    passing

DT   some

RP   on

TO   to

PRP   you

NNS   comments

Ic
h
  
 P

P
E

R

w
e
rd

e
  
 V

A
F

IN

Ih
n
e
n
  
 P

P
E

R

d
ie

  
 A

R
T

e
n
ts

p
r.

  
 A

D
J

A
n
m

. 
  

N
N

a
u
s
h
ä
n
d
. 
  

V
V

F
IN

NP

PP
VP

VP

VP

S

NP

VP

VP

S

Rule with this phrase pair
requires syntactic context

vp

vpvafin

werde

=

vp

vp

vpvb

be

md

shall

Syntax-based Statistical Machine Translation 46

(illustration by Philip Williams and Philipp Koehn)

probabilistic
synchronous

grammars
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Statistical MT Models

Phrase-Based SMT
• translation of fragments
• left-to-right beam search

Syntax-Based SMT
• synchronous grammars
• translate = parsing

Neural MT
• continuous vector 

representations
• recurrent networks

146 Chapter 5. Phrase-Based Models

Figure 5.1: Phrase-based machine translation. The input is segmented into
phrases (not necessarily linguistically motivated), translated one-to-one into phrases
in English and possibly reordered.

by five phrase pairs. The English phrases have to be reordered, so that the
verb follows the subject.

The German word natuerlich best translates into of course. To cap-
ture this, we would like to have a translation table that maps not words
but phrases. A phrase translation table of English translations for the
German natuerlich may look like the following:

Translation Probability p(e|f)
of course 0.5
naturally 0.3
of course , 0.15
, of course , 0.05

It is important to point out that current phrase-based models are not
rooted in any deep linguistic notion of the concept phrase. One of the
phrases in Figure 5.1 is fun with the. This is an unusual grouping. Most
syntactic theories would segment the sentence into the noun phrase fun and
the prepositional phrase with the game.

However, learning the translation of spass am into fun with the is very
useful. German and English prepositions do not match very well. But the
context provides useful clues how they have to be translated. The German
am has many possible translations in English. Translating it as with the is
rather unusual (more common is on the or at the), but in the context of
following spass it is the dominant translation.

Let’s recap: We have illustrated two benefits of translations based on
phrases instead of words: For one, words may not be the best atomic units
for translation, due to frequent one-to-many mappings (and vice versa).
Secondly, translating word groups instead of single words helps to resolve

Neural'Machine'Transla/on'(NMT)'

•  RNNs'trained'endhtohend'(Sutskever'et'al.,'2014).'

•  Encoderhdecoder'approach.'

am a student _ Je suis étudiant

Je suis étudiant _

I

Encoder' Decoder'
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The Situation for Finnish

Quoting from “The Finnish Language in the Digital Age”:

• “There are also a few applications for automatically translating 
language, even though these often fail to produce linguistically 
and idiomatically correct translations, especially when Finnish is 
the target language. This is partly due to the specific linguistic 
characteristics of the Finnish language.” (p.37)

• “Google and Microsoft provide statistical MT for Finnish, but the 
quality remains poor, due to the complexity of Finnish 
morphology and the free word order which current statistical MT 
is poorly equipped for.” (p.60)
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The Situation for Finnish

Workshop on SMT 2015
• our winning contribution:

OOVs synonyms
constrained (factored)
word2vec 626 6,260
- covered by phrase table 371 968
WordNetSyn 318 17,742
- covered by phrase table 262 1,380
unconstrained (factored)
word2vec 210 2,100
- covered by phrase table 140 480
WordNetSyn 67 2,883
- covered by phrase table 66 361

Table 4: Synonyms extracted from WordNet and
word2vec word embeddings for OOVs in the de-
velopment test data.

input. The lookup usually leads to several alterna-
tive translations including repeated entries (see Ta-
ble 5 for some statistics). We use relative frequen-
cies and an arbitrary chosen weight factor of 0.1 to
determine the probability of the WordNet transla-
tion option given to the Moses decoder. The bilin-
gual strategy can also be combined with the syn-
onym approach described above. Here, we prefer
translations from the bilingual WordNet and add
synonyms if no translation can be found. The re-
sults on the development test set are shown in Ta-
ble 2 as well. Note that we could not use XML
markup in connection with factored input. There
is, to our knowledge, no obvious way to combine
non-factored XML markup with factored input.

WordNetTrans OOVs translations
constrained (factored) 336 3,622
unconstrained (factored) 78 532

Table 5: Translations extracted for OOVs in the
development test data from the bilingual Finnish-
English WordNet.

3.4 Untranslated Words
To evaluate the overall impact of our OOV ap-
proach, we inspect untranslated Finnish words in
200 random sentences in the Finnish-English test
set output and assign these words into several cat-
egories. The corresponding counts are presented
in Table 6. Inflected forms account for the vast
majority of untranslated output, and of these, in-
flected proper names constitute more than half.
Given that the inflection rules in Finnish are highly
productive, a focused effort especially on resolv-
ing inflected proper names should be able to ac-
count for the majority of the remaining untrans-
lated output. However, since only 52 of the 200
inspected sentences contained untranslated output,

no major gains in translation quality can be ex-
pected.

category count
Inflected proper name 35
Inflected non-compound form 13
Inflected compound 9
Other 5
Typo 3
Base form 3
Proper name base form 1

Table 6: Categorization of untranslated Finnish
words in the Finnish-English system output.

3.5 Final Results
Our results on the 2015 newstest set are shown in
Table 7. Our primary system is the unconstrained
factored model with pseudo-tokens and WordNet
synonyms. Contrastive runs include the phrase-
based baselines and constrained settings in fac-
tored and non-factored variants.

system BLEU TER
unconstrained
baseline 18.9 0.737
primary 19.3 0.728
constrained
baseline 15.5 0.780
factored 17.9 0.749

Table 7: Our final systems tested with the newstest
2015 data set (lowercased BLEU).

4 English-to-Finnish with OPUS

The main purpose of running the other trans-
lation direction was to test the impact of addi-
tional training data on translation performance.
Once again, we simply used the entire database
of English-Finnish parallel data sets provided by
WMT and OPUS and tested a straightforward
phrase-based model without any special treatment
and language-specific tools. Again, we relied on
lowercased models and used standard procedures
to train and tune model parameters. The results are
shown in Table 8.
Similar to Finnish-English we can see a strong
effect of additional training data. This is not
surprising but re-assuring that even noisy data
from distant domains can contribute significantly
when training statistical MT models with scarce
in-domain training data. The overall quality, how-
ever, is still poor as our manual inspections reveal

Finnish - English

French - English:   33.1
German - English: 29.3
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The Situation for Finnish

Workshop on SMT 2015
• our winning contribution:

system BLEUdev BLEU TER
constrained 12.7 10.7 0.842

unconstrained 15.7 14.8 0.796

Table 8: English-Finnish translation with (uncon-
strained) or without (constrained) OPUS (low-
ercased BLEU and TER on newstest 2015;
BLEUdev on development test data).

Feature Reference System Difference
Case Nom 3701/10289 4739/9996 +11.44pp
Person Sg3 1620/3947 1991/3867 +10.44pp
Mood Ind 2216/3947 2461/3867 +7.50pp
Tense Prs 1259/3947 1470/3867 +6.12pp
Voice Act 3388/3947 3414/3867 +2.45pp
Punct 2874/19772 2283/20004 +2.38pp
Infinitive 1 274/3947 352/3867 +2.16pp
Unknown 1239/19772 1611/20004 +1.79pp
Tense Prt 957/3947 991/3867 +1.38pp
Pers pron 344/10289 453/9996 +1.19pp
Case Gen 2637/10289 2050/9996 -5.12pp
Pcp Prs 227/3947 87/3867 -3.50pp
Cmp Pos 1917/10289 1546/9996 -3.17pp
Pcp Prf 647/3947 515/3867 -3.07pp
Person Pl3 403/3947 277/3867 -3.05pp
Voice Pass 436/3947 317/3867 -2.85pp
Case Ela 517/10289 219/9996 -2.83pp
Uppercase 3126/19772 2624/20004 -2.69pp
Prop noun 1675/10289 1399/9996 -2.28pp
Case Ine 771/10289 530/9996 -2.19pp

Table 9: The ten most over- and under-represented
morphological features in the system output as
compared to the reference translation. The rela-
tive frequency of each feature is calculated with
respect to the token count of the word category
which exhibits it: nouns, adjectives, pronouns and
numerals for case and number, verbs for features
like person and tense, and all tokens for generic
features like unknown and uppercase.

as well. The following section discusses some of
the issues that may guide developments in the fu-
ture.

4.1 Morphological Richness

To study how well the morphological variation is
handled in the English-to-Finnish translation di-
rection, we compare the morphological richness
of the system output and reference translations.
Most over- and under-represented morphological
features are shown in Table 9.

For words inflecting in case and number, the
nominative case is highly over-represented in the
system output. As the nominative case corre-
sponds to the basic form of a word (canonical
form), presumably the translation system fails

to produce correct inflections when translating
from English to Finnish and uses the basic form
too often. This naturally leads to the under-
representation of other cases. From Table 9 we
can see that, e.g., the genitive, elative and ines-
sive cases are under-represented in the system out-
put. Similar behavior can be seen with verb fea-
tures as well. Frequent verb inflections are over-
represented to the detriment of rarer variants. For
example, third person singular and first infinitive
(canonical form) are over-represented compared to
other persons. Additionally, active forms domi-
nate over passive, and present and past tenses over
participial counterparts. Both of these word cat-
egories indicate that the morphological variation
is weaker in the system output than in reference
translations. This shows that the system is not
fully able to account for the rich morphology of
the Finnish language.

From Table 9 we can also notice several features
not directly related to morphology. As expected,
the proportion of words not recognized by the
Finnish morphological analyzer (Unknown row) is
higher in system output than in reference transla-
tions. This likely reflects words passed through
the pipeline untranslated. Moreover, system out-
put has more punctuation tokens and less upper-
cased words, which is due to the re-capitalization
procedure we apply on the originally lowercased
output of the decoder.

5 Conclusions

This paper presents baseline systems for the trans-
lation between Finnish and English in both di-
rections. Our main effort refers to the inclusion
of additional training data and morphological pre-
processing for the translation from Finnish to En-
glish. We can show that additional noisy and un-
related training data has a significant impact on
translation performance and that morphological
analyses is essential in this task. Our models per-
form well relative to other systems submitted to
WMT but still underperform in quality as manual
inspections reveal. The challenge of translating
from and to morphologically rich languages with
scarce domain-specific resources is still far from
being solved with currents standard technology in
statistical machine translation and provides an ex-
citing research field for future work.

English - Finnish

OOVs synonyms
constrained (factored)
word2vec 626 6,260
- covered by phrase table 371 968
WordNetSyn 318 17,742
- covered by phrase table 262 1,380
unconstrained (factored)
word2vec 210 2,100
- covered by phrase table 140 480
WordNetSyn 67 2,883
- covered by phrase table 66 361

Table 4: Synonyms extracted from WordNet and
word2vec word embeddings for OOVs in the de-
velopment test data.

input. The lookup usually leads to several alterna-
tive translations including repeated entries (see Ta-
ble 5 for some statistics). We use relative frequen-
cies and an arbitrary chosen weight factor of 0.1 to
determine the probability of the WordNet transla-
tion option given to the Moses decoder. The bilin-
gual strategy can also be combined with the syn-
onym approach described above. Here, we prefer
translations from the bilingual WordNet and add
synonyms if no translation can be found. The re-
sults on the development test set are shown in Ta-
ble 2 as well. Note that we could not use XML
markup in connection with factored input. There
is, to our knowledge, no obvious way to combine
non-factored XML markup with factored input.

WordNetTrans OOVs translations
constrained (factored) 336 3,622
unconstrained (factored) 78 532

Table 5: Translations extracted for OOVs in the
development test data from the bilingual Finnish-
English WordNet.

3.4 Untranslated Words
To evaluate the overall impact of our OOV ap-
proach, we inspect untranslated Finnish words in
200 random sentences in the Finnish-English test
set output and assign these words into several cat-
egories. The corresponding counts are presented
in Table 6. Inflected forms account for the vast
majority of untranslated output, and of these, in-
flected proper names constitute more than half.
Given that the inflection rules in Finnish are highly
productive, a focused effort especially on resolv-
ing inflected proper names should be able to ac-
count for the majority of the remaining untrans-
lated output. However, since only 52 of the 200
inspected sentences contained untranslated output,

no major gains in translation quality can be ex-
pected.

category count
Inflected proper name 35
Inflected non-compound form 13
Inflected compound 9
Other 5
Typo 3
Base form 3
Proper name base form 1

Table 6: Categorization of untranslated Finnish
words in the Finnish-English system output.

3.5 Final Results
Our results on the 2015 newstest set are shown in
Table 7. Our primary system is the unconstrained
factored model with pseudo-tokens and WordNet
synonyms. Contrastive runs include the phrase-
based baselines and constrained settings in fac-
tored and non-factored variants.

system BLEU TER
unconstrained
baseline 18.9 0.737
primary 19.3 0.728
constrained
baseline 15.5 0.780
factored 17.9 0.749

Table 7: Our final systems tested with the newstest
2015 data set (lowercased BLEU).

4 English-to-Finnish with OPUS

The main purpose of running the other trans-
lation direction was to test the impact of addi-
tional training data on translation performance.
Once again, we simply used the entire database
of English-Finnish parallel data sets provided by
WMT and OPUS and tested a straightforward
phrase-based model without any special treatment
and language-specific tools. Again, we relied on
lowercased models and used standard procedures
to train and tune model parameters. The results are
shown in Table 8.
Similar to Finnish-English we can see a strong
effect of additional training data. This is not
surprising but re-assuring that even noisy data
from distant domains can contribute significantly
when training statistical MT models with scarce
in-domain training data. The overall quality, how-
ever, is still poor as our manual inspections reveal

Finnish - English

French - English:   33.1
German - English: 29.3

English - French:   33.6
English - German: 24.9
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What’s Wrong With Finnish?

Nothing!
• The problem is in the models we use!

What current SMT cannot cope with well:
• rich inflectional systems (marking case, person, …)
• case and number agreement (over long distances)
• derivation and composition
• morphophonological alternations
• (relatively) free word order

Well, that’s Finnish ...

word types in Finnish:
20-30% derivatives
60-70% compounds

consonant gradation
vowel harmony
...

15 grammatical cases
nouns: ca. 2,000 forms 
verbs: > 12,000 forms
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What’s Wrong With Our Models?

Research and development is focused on English …

• “In a selection of leading conferences and scientific journals 
published between 2008 and 2010, there were 971 publications 
on language technology for English and only 10 for Finnish.”
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(The Finnish Language in the Digital Age)
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What Do We Need To Change?

Open resources and tools
• “Due to early commercial successes for Finnish language technology, the 

availability of basic tools such as parsers and lexicons in the research 
community for processing Finnish became limited. As an odd 
consequence, technology specifically adapted to the Finnish language 
was only marginally involved in Finnish research projects and therefore 
most of the research and development prototypes used English.”

(The Finnish Language in the Digital Age)
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What Do We Need To Change?

Open resources and tools
• “Due to early commercial successes for Finnish language technology, the 

availability of basic tools such as parsers and lexicons in the research 
community for processing Finnish became limited. As an odd 
consequence, technology specifically adapted to the Finnish language 
was only marginally involved in Finnish research projects and therefore 
most of the research and development prototypes used English.”

Funding for basic research
• “After this decline in language technology basic research funding in 

Finland, many experts migrated to diverse small companies.”

Funding for workflow integration
• “After the period of basic research funding only small scale industrial 

project funding has been provided by Tekes” .... “As a result, Finland” ... 
“lost some very promising high-tech innovations to the US”

(The Finnish Language in the Digital Age)
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Summary

Data-driven machine translation
• learn from data (without supervision)
• various models and production systems
• Neural MT offers better abstraction

MT in translation workflows
• speed and sufficient quality
• urgent need for more (in-domain) data
• better support for non-English languages!
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Derivation and Composition in Finnish

Agglutination: halu+tu+imm+i+lla+mme+ko            
(“desire, something that is, most, on, our, question”)

20-30% of Word Types are Derivatives: 

kirja [book] - kirjasto [library], kirjaamo [registry], 
kirjallisuus [literature], kirjoittaa [to write], kirjanen 
[booklet], kirjallinen [literary] etc. 

60-70% of Word Types are Compounds: 

maahanmuutto [immigration], kansaneläkelaitos [Social 
Insurance Institution], yleisurheilumaaottelu [international 
event in athletics]. 
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Many Open Challenges

Sufficient in-domain training data
• only for a small fraction of the World’s languages
• only for a few textual domains

Morphology and syntax
• productive morphology requires special treatment
• word order differences and syntactic flexibility

Noisy data
• quality of the training data
• noisy translation input (social media, speech, ...)
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Why Machine Translation?

Sources:  W3Techs.com, Internet World Stats,  WorldWideWebSize.com

    > 2 billion Internet users
> 550 million registered domains
  > 12 billion indexed web pages

Websites

Internet Users

English:
57%

English:
27%

Others:
17%

Others: 10%

Chinese: 5%

Chinese: 25%

Cross-Lingual 
Information Access!
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Why is Translation so Difficult?

Natural languages are ambiguous
• lexical, morphological, syntactic ambiguities
• no well-defined categorical concepts

Natural languages are different
• lexical semantics, grammar
• style, culture, etymology

Natural redundancy and variation in languages
• stylistic and rhetorical variation
• dynamic, productive, language change
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source language target language
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human translations
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Estimating Parameters

Translation models
• collect statistics over mappings in training data
• estimate translation likelihoods

Language models
• collect statistics over words in context
• estimate probabilistic language models

MT models
• tune weights of various components
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Workflow Integration

Sufficient quality
• (lots of) domain-specific training data
• customised systems
• task-specific optimisation

MT needs to be fast
• reasonable training times (especially for customisation)
• quick translation (a real problem)

Workbench integration
• accessibility from translation tools
• reliable service
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