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WHY WE NEED MORE DATA FOR LANGUAGE MODELS?

• Language models are the engine of language 
technology

• Era of large language models 

• S.O.T.A solutions need more data 
     (aka. Pains and promises of BERT,GPT-3, etc.)



HOW MUCH DATA IS ENOUGH DATA?

(Source: [2101.00027] The Pile: An 800GB Dataset of Diverse Text for Language Modeling (arxiv.org)

GPT-3, Wu Dao 2.0, Megatron-LM 530B



HOW MUCH DATA IS ENOUGH DATA?
• Hard to tell….but it is calculable now based on empirical researches.

(Source: 2001.08361.pdf (arxiv.org)  Jared Kaplan et al; 2020; Scaling Laws For Neural Language Models



MACHINE TRANSLATION (MT) USING PROMPT PROGRAMMING PARADIGM 



AN UNEXPECTED BENEFICIAL PHENOMENON:
             PROMPT PROGRAMMING

• New paradigm in AI.

• A new method for using multitask metalearner models 
like GPT.

• Originated from zero-shot or few-shots learning.

• Prompting allows the user to generate a very specific 
behavior from the system.

(Source:[2005.14165] Language Models are Few-Shot Learners (arxiv.org))
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