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1) Improve Optical Character Recognition (OCR)

2) Improve Newspaper Exploration

eLuxemburgensia
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named entities • entity relations • timeline • maps • wikidata
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Ground Truth
≈100 Thousand Text Lines

Newspaper Corpus
≈ 200 Million Text Lines
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else
score >= 0.95

score = 1 - ( editDistance / |chars| )

85% accuracy
on test set

unsupervised quality evaluation • kNN algorithm

Ground Truth

Quality Binarization Segmentation Font OCR ALTO Entities
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Original Text Block Binarized Text Block

cleaning • dilation • padding • inversion • white on black detection

Quality Binarization Segmentation Font OCR ALTO Entities
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morphology • connected components • horizontal histogram projection

Quality Binarization Segmentation Font OCR ALTO Entities
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CNN

Regular

convolutional neural network • font recognition • binary classifier

99% accuracy
on test set

Quality Binarization Segmentation Font OCR ALTO Entities
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kraken Tesseract Calamari

open source software • custom model training 

Quality Binarization Segmentation Font OCR ALTO Entities
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Regular

Ground Truth

Testing

train/test sets • line/text pairs

Quality Binarization Segmentation Font OCR ALTO Entities
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Quality Binarization Segmentation Font OCR ALTO Entities

word bounding boxes • ALTO XML schema
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ground truth generation • named entity recognition (NER)

Quality Binarization Segmentation Font OCR ALTO Entities



1) Improve Optical Character Recognition (OCR)

2) Improve Newspaper Exploration

eLuxemburgensia
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1) Improve Optical Character Recognition

2) Improve Newspaper Exploration

Accuracy
Improvement for an estimated 30% of text blocks

Production
OCR application on entire corpus in coming weeks

Named Entity Recognition
Finished ground truth generation - observing first results

New User Interface
Started front end development for new BNL Labs platform
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